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1 Introduction

One of the main features of business cycles in countries is the patterns of co-movement of GDP, inflation, interest rates, and the price of real assets. These combined movements have been widely observed in the last two decades as a result of the growing economic and financial integration between countries. The combined movement of real GDP in countries has been studied by several researchers; For example, Gregory et al. (1997) used Kalman filtering and dynamic factor analysis to provide an empirical analysis of the relationship between total production, consumption, and investment for the G-7 countries. Other similar analyzes have been performed by Canova and Marrinan (1998), Lumsdaine and Prasad (2003), and Kose et al. (2003).

International transfers of business cycles through various channels affect the domestic economy. The international transfers can be the result of global shocks (such as changes in oil prices), unobserved global factors (such as technological advances or regional political developments), and can even be the result of domestic shocks related to a particular country. So, to understand the effect of the above shocks on the domestic economy, modeling the country's economy in the framework of a global model is required. Despite the growing share of international studies in the field of global modeling of countries, such a study has not been conducted about the domestic economy.

In the international studies that have been done for the global modeling of the economies, the need for the inclusion of a large number of countries and internal and external variables in the process of global modeling is a major problem in the study of the spillover effects of global variables on the domestic economies. For example, in this context, unobserved operating models with a large number of macroeconomic variables, introduced by Stoke and Watson (2002) or dynamic operating models developed by Forni and Reichlin (1998) and Forni et al. (2000), in which using the principal components and a small number of coefficients, the experimental relationships of a large number of variables can be used; But determining the coefficients of such models is often troublesome, especially when we want to have an economic interpretation of them (Dees and et al., 2007). Accordingly, new international studies use the global vector autoregressive (GVAR) model, first introduced and expanded by Pesaran et al. (2004), to model the global economies of countries (Belke and Osowski, 2016; Ludovic, et al, 2015; Dragomirescu-Gaina and Philippas, 2015; Ricci-Risquete and Ramajo-Hernández, 2014; Gurara and Mthuli, 2013; Khezri, Zulkhibri, and Ghazal, 2019). This model has largely overcome the problems of previous models with
comprehensive global modeling of countries and examining the relative importance of each of the various sources of common trends and co-movements in macroeconomic variables and thus is used in this study.

From a theoretical point of view, spillover effects of shocks from a country or region on other countries can be driven by various transmission channels. In Mundell-Flemming-Dornbusch models and DSGE models of free standard economy, the effects of shock spillovers from one country or region on other countries are done through the trade sector channel of the economy. Accordingly, one of the objectives of the present study is to determine the relative trading share of different countries to the Iranian economy through the trade channels, so that by calculating the weights matrix of different countries, calculated by the ratio of total exports and imports of each country to Iran, the relative share of each country in the trade with Iran is specified. In the next step, to study the application of global modeling to study internal and external shocks on Iran's economy, using the variables specified by the theoretical foundations (including real exchange rate, inflation, interest rate, and real production) and the Global Vector Autoregressive (GVAR) introduced by Pesaran, et al. (2004), the effects of domestic and foreign monetary policies on Iran's macroeconomic variables have been investigated.

This paper is organized as follows: Section 2 describes theoretical foundations; Section 3 investigates empirical literature; Section 4 describes the GVAR estimation methodology. Section 5 provides analytical discussions on global economic shocks. Finally, Section 6 offers our conclusion.

2 Theoretical Foundations

International spillovers and the reciprocal effects of economic policies have been studied in recent years by many international studies, in which the effects of monetary policies of different countries on each other is one of the issues studied in this area. Various empirical studies have examined the impact of the expansionary monetary policy of the foreign economy on the domestic economies of the world. According to international studies, the expansionary monetary policy pursued by a foreign economy leads to external demand for domestic goods increases, which is reflected in the increase of domestic exports and the promotion of domestic production through the IS curve of an open economy (the effect of attracting revenue or the demand channel); Thus, in the case of countries that keep their exchange rates stable against foreign currencies, the trade channel has indicated that domestic production must move in the same direction as foreign production through increased foreign demand. However, in countries with flexible exchange rates, the domestic
exchange rate rises after foreign financial expansion, and the value of the national currency decreases, moving against the foreign exchange rate. This can worsen the balance of domestic trade and reduce domestic production, exchange rate adjustments make the demand channel ineffective, and the effects of policy spillovers on trade are ambiguous (Dornbusch, 1980; Gali and Monacelli, 2005; Lubik and Schorfheide, 2007; Cwik et al., 2011). Which of the effects dominates in the case of a flexible exchange rate regime, will depend on the degree of openness of the domestic economy, the elasticity of substitution between domestic and foreign goods, and the intertemporal elasticity of substitution that captures the degree of consumption smoothing occurring via intratemporal trade. A review of studies conducted at the international level on the effect of foreign monetary policy on the domestic economy shows that, depending on the structural conditions governing the country's economy, foreign monetary policy can be channeled. Appear in the domestic economy, and not considering global modeling of the economies of countries can lead to ignoring some of the above channels, for example, monetary policy shocks can be independent through the financial channel. Transfer internationally from the level of trade integration and exchange rate regime. Standard open-economy DSGE models indicate that if a foreign country is a large open economy, a decrease in foreign interest rates can indirectly reduce domestic interest rates along with a decrease in global interest rates (Svensson and van Wijnbergen, 1989; Gali and Monacelli, 2005). Besides, the financial channel can operate with the global banking sector. A decrease in foreign interest rates reduces the cost of foreign currency loans and increases credit demand (Bernanke and Gertler, 1995). An increase in the domestic exchange rate, which may be caused by the expansion of foreign currency, can relieve the debt burdens of existing foreign currency loans, which has a positive effect on wealth and improves borrowers' creditworthiness (Bruno and Shin, 2015).

Eventually, credit supply increases because foreign banks can get their funds from their head offices at a lower cost (Cetorelli and Goldberg, 2012). Thus, the foreign monetary policy promotes the growth of domestic credit and capital inflows by improving financing conditions. This intensifies domestic investment and leads to international symmetric movements in GDP (Devereux and Yetman, 2010). However, persistently low cost of external financing can also increase risk-taking and credit growth in capital flows (Bruno and Shin, 2015a; Rey, 2015).

From this point of view, the theoretical and empirical analysis of the impact of foreign monetary policy on the domestic economy can be complex and
multidimensional; therefore, such an issue should be addressed in a global modeling framework, a problem that is not investigated in studies conducted on Iran's economy.

3 Empirical Literature

Many empirical studies focus on monetary policy shocks and their channels of transmission. By applying small-scale structural VAR models, Kim (2001) found that the expansionary monetary policy of the United States increased output in the G-6. Canova (2005) examined the effects of US monetary policy shocks on Latin American countries, especially those that were keeping their exchange rates stable against the US dollar, in which transfers through the financial channel through interest rate responses. Applying a Bayesian GVAR approach, Feldkircher and Huber (2016) confirmed the discovery of large spillovers from US monetary policy on the product in large groups of countries through the financial and trade channels. Based on these findings, the effects in Latin America are particularly strong.

Some recent works have taken a closer look at the role of the prevailing conditions in the country’s economy in the extent of the effects of the spillovers of US monetary policy, and different results have been obtained. Using the GVAR approach, Georgiadis (a2015) found that the effects of the US monetary policy spillovers on output were stronger in countries with weaker financial development, lower exchange rates, and flexible labor markets. Aizenman et al. (2016) found that financial spillovers are greater than monetary policy in the United States and other countries in economies with variable exchange rates and higher fiscal openings. Finally, Dedola et al. (2016) using a BVAR approach found that US monetary policy shocks have stronger effects on emerging economies than advanced ones; But those characteristics of the country such as exchange rate regime, income level, trade, and financial openness cannot systematically explain the differences between countries.

Another series of articles describes the transmission of common euro area monetary policy shocks to monetary union member states (Peersman, 2004; Boivin et al., 2008; Barigozzi et al). The common finding of these studies is that the Euro area monetary policy is somewhat homogeneously transmitted to the product in different member states, but the answer to prices and unemployment is asymmetric.

Monetary policy spillovers to European countries outside the euro area have also attracted the attention of these studies. Using an SVAR approach, Jannsen and Klein (2011) found that the Euro area monetary policy shocks
had significant relative effects on exchange rates and output in the five non-euro western countries. Mumtaz and Surico (2009) took a FAVAR approach and found that after an expansion of international monetary policy, the UK output increased despite the appreciation of the exchange rate. Liu et al. (2014) using a time-varying FAVAR model found that the rise in the exchange rate in the UK after a foreign interest rate shock remains significant over time, but the product response was significant only before the 90s. And then it is about zero, which may be the result of a shift from the producer to the pricing of local currency in the UK.

Eickmeier and Breitung (2006) used a dynamic coefficient model for the euro area and eight CEE countries, taking into account the countries of Central and Eastern Europe, and found that the product in most CEE countries showed a positive reaction to the shock of the euro area expansionary monetary policy, whereas the responses of inflation rates are mixed. Jiménez-Rodriguez et al. (2010) obtained comparable results when investigating structural fractures. Based on country-related FAVAR models for Hungary, Poland, and the Czech Republic, Benkovskis et al. (2011) found that after a contractionary monetary policy shock in the euro area, exchange rates in these countries fell and prices rose while real activity variables decline due to reduced foreign demand. Feldkircher (2014) and Hájek and Horváth (2015) used GVAR models to analyze the transmission of euro area interest rate shocks to large groups of non-euro area countries and found that symmetric product responses reacted more strongly in small countries than in euro area countries. Next, Horváth and Voslavova (2016) found that the amount of the Eurozone unconventional monetary policy, which was characterized by low interest rates, had positive product spillovers and uncertainty in non-euro area countries, while a weak and insignificant price and interest rate spillovers were observed.

Overall, most empirical studies have shown the effects of asymmetrical spillovers on euro area monetary policy on output in non-euro area countries, while the results for spillovers differ on prices and exchange rates. Thus, many existing empirical studies focus on the two-country model, which examines a country outside the euro area at the same time and therefore does not account for the potential spillovers effects between countries outside the euro area (Mumtaz and Surico, 2009; Benkovskis et al., 2011; Jiménez-Rodriguez et al., 2010). Such an approach has been questioned by Georgiadis (2015); He showed that spillover estimates from bilateral models are less accurate than multi-country models because they systematically underestimate the magnitude of spillover effects in the presence of higher-order spillovers. Other studies use multi-country models but consider only product responses and
prices (Eickmeier and Breitung, 2006; Feldkircher, 2014; Ha’jek and Horv’ath, 2015).

Also, unlike empirical studies on US monetary policy shocks, most studies on the international transfer of monetary policy in the euro area have not been conducted to determine the relative importance of the trade and financial channels or the role of country characteristics in the size of spillovers effects. Besides, a recent study by Bluwstein and Canova (2015), analyzed spillovers from unconventional euro area monetary policy to non-euro area countries using the mixed-frequency BVAR. The authors find that the shocks of the unconventional monetary policy of the euro area are transmitted through the financial channel to countries outside the euro area, not the trade channel and that countries with more comprehensive and developed financial markets are exposed to stronger product and risk spillovers.

4 The Global VAR (GVAR) Approach

To investigate the research method of the present study, the GVAR model to analyze the mechanisms of international transfers and relate it to models with invisible factor, assume that N + 1 country (or region) exists in the global economy and with i = 0,1, ..., N are indexed. The aim is to model several country-specific macroeconomic variables such as real GDP, inflation, interest rates, and exchange rates on the X_it vector at t = 1,2, ..., T and in N + 1 countries. Given the general nature of the interdependencies that may exist in the world economy, it is quite desirable that all country-specific variables X_it, i = 0,1, ..., N, and the observed global factors (such as oil prices) be used endogenously. The following general operating model provides a good starting point for us and allows us to relate the GVAR approach to the operating models used in the previous literature to analyze the economies of the G-7 countries.

We represent the observed global factors with the m_d × 1 vector d_t, and the unobserved global factors the m_f × 1 vector f_t, and assume that:

\[ x_{it} = \delta_{i0} + \delta_{i1} t + \Gamma_{id} d_t + \Gamma_{if} f_t + \xi_{it} f \text{ for } i = 0,1, ..., N \quad t = 1,2, ..., T \quad (1) \]

Where \( \Gamma_i = (\Gamma_{id}, \Gamma_{if}) \) is the matrix \( k_i \times m \) of the loading factors and \( m = m_d + m_f \), \( \xi_{it} \) is a \( k_i \times 1 \) vector that represents country-specific effects, including X_it lagged values or country-specific dummies variables that depict institutional and political developments; \( \delta_{i0} \) and \( \delta_{i1} \) are coefficients of algebraic values, which here are intercepts and linear trends. The vector of global variables observed can include international variables such as the price...
of oil or other commodities, global spending on R&D, or other global technology indicators such as the number of international patents registered in the United States.

The unit root and the cointegration properties of $X_{it}$, $i = 0, 1, \ldots, N$, can be adapted if the global coefficients $h_t = (d_t', f_t')'$ or the country-specific coefficients, $\xi_{it}$, are allowed to have unit roots. More specifically, we assume that

$$\Delta h_t = A(L)\eta_t, \eta_t \sim IID(0, I_m)$$

$$\Delta \xi_{it} = \Psi_i(L)v_{it}, v_{it} \sim IID(0, I_{k_i})$$

Where $L$ is the lag operator and

$$A(L) = \sum_{\ell=0}^{\infty} A_{\ell} L^\ell, \Psi_i(L) = \sum_{\ell=0}^{\infty} \Psi_{i\ell} L^\ell$$

The coefficient matrices, $A_l$ and $\Psi_{it}$, $i = 0, 1, \ldots, N$, are absolute summable, so that $Var(\Delta f_t)$ and $Var(\Delta \xi_{it})$ are bounded and positive definite, and $[\Psi_i(L)]^{-1}$ exists. In particular, we require that

$$Var(\Delta \xi_{it}) = \sum_{\ell=0}^{\infty} \Psi_{i\ell} L^\ell \leq K < \infty$$

Where $K$ is a fixed bounded matrix.

First differencing (1) and using (3) we have

$$[\Psi_i(L)]^{-1}(1 - L)(x_{it} - \delta_{i0} - \delta_{i1} t - \Gamma_{id} d_t - \Gamma_{if} f_t) = v_{it}.$$  

Using the approximation

$$(1 - L)[\Psi_i(L)]^{-1} \approx \sum_{\ell=0}^{p_i} \Phi_{i\ell} L^\ell = \Phi_i(L, p_i).$$

We obtain the following approximate $VAR(p_i)$ model:

$$\Phi_i(L, p_i)(x_{it} - \delta_{i0} - \delta_{i1} t - \Gamma_{id} d_t - \Gamma_{if} f_t) \approx v_{it}$$

Without the unobserved common factor, $f_t$, the model for country $i$th is separated from other country models, and the model for each country can be estimated separately using the econometric techniques developed in Harbo et al. (1998) and Pesaran, Shin, and Smith (2000). Where $d_t$ interacts as a weak exogenous. By including an unobserved common factor, the model is quite complex and its econometric analysis using Kalman techniques will be quite difficult unless $N$ is very small. When $N$ is relatively large, it is a simple but
effective alternative would be to following the study of Pesaran (2005) and representing $f_t$ in terms of the cross-sectional averages of country-specific variables, $X_{it}$, and the observed common effects, $d_t$. To find out how to use this process, from the method used in this paper, it is first assumed that $k_t = k$ and from the same set of similar weights, $w_j, j = 0, 1, ..., N$, to accumulate country-specific relations in the relation (1) is defined, is used to obtain the following:

$$\sum_{j=0}^{N} w_j x_{jt} = \sum_{j=0}^{N} w_j \delta_{j0} + (\sum_{j=0}^{N} w_j \delta_{j1})t + (\sum_{j=0}^{N} w_j I_{jd})d_t + (\sum_{j=0}^{N} w_j f_{jd})f_t + \sum_{j=0}^{N} w_j \xi_{jt},$$

Or

$$x_t^* = \delta_t^* + \delta_t^* t + \Gamma_d^* d_t + \Gamma_f^* f_t + \xi_t^* \quad (7)$$

Also, note from (3) that

$$\xi_t^* - \xi_{t-1}^* = \sum_{j=0}^{N} w_j \Psi_j(L)\nu_{jt} \quad (8)$$

But using Lemma A.1 in Pesaran (2006), it is easily seen that for each $t$ the left-hand side of (8) will converge to zero in quadratic mean as $N \to \infty$ if (5) holds, the country-specific shocks, $V_{ij}$, are independently distributed across $j$, and if the weights, $w_j$, satisfy the atomistic conditions

(i): $w_j = O(\frac{1}{N})$, (ii): $\sum_{j=0}^{N} |w_j| < K$, (iii): $\sum_{j=0}^{N} w_j = 1 \quad (9)$

Where $K$ is a fixed constant. Under these conditions (for each $t$)

$$\xi_t^* - \xi_{t-1}^* \xrightarrow{q.m} 0,$$

and hence

$$\xi_t^* \xrightarrow{q.m} \xi^*$$

Where $\xi^*$ is a time-invariant random variable. Using this result in (7) and assuming that the $k \times m_f$ average factor loading coefficient matrix, $\Gamma_f^*$, has full column rank (with $k \geq m_f$) we obtain
\( f_t \rightarrow . (I_f^* I_f^*)^{-1} I_f^* (x_t^* - \delta_0^* - \delta_1^* t - \Gamma_d^* d_t - \xi^*) \),

Which justifies using the observable vector \( \{1, t, d_t, X_t^*\} \) as proxies for the unobserved common factors. Substituting this result in (6), for \( N \) sufficiently large we have:

\[
\Phi_i(L, p_i)(x_{it} - \bar{\delta}_{i0} - \bar{\delta}_{i1} t - \bar{\Gamma}_{id} d_t - \bar{\Gamma}_{if} x_t^*) \approx v_{it} \tag{10}
\]

Where \( \bar{\delta}_{i0}, \bar{\delta}_{i1}, \bar{\Gamma}_{id} \) and \( \bar{\Gamma}_{if} \) are given in terms of \( \delta_{i0}, \delta_{i1}, \Gamma_{id}, \delta_0^* + \xi^*, \delta_1^* + \xi^*, \Gamma_d^* \), and \( \Gamma_f^* \).

In practice, the number of countries, \( N + 1 \), may not be significantly large, and individual countries may not be of equal importance in the global economy. Country-specific shocks may also be cross-sectionally correlated as a result of distance or transmission effects that are not completely eliminated by the factors, \( d_t \) and \( f_t \). Finally, \( k_i \) means that the number of country-specific variables need not be the same. For example, some markets may not exist or may not have developed as they should in some countries. Even if we focus on the same set of variables for modeling in countries, there will be an exchange rate lower than the number of countries in the global model. The GVAR framework developed at PSW addresses these issues using the specific weights of each country, \( w_{ij} \), instead of the common \( w_j \) weights used above to construct the cross-sectional averages. In particular, instead of using the same \( X_t^* \) in the PSW model of all countries, we use the following:

\[
x_{it} = \sum_{j=0}^{N} w_{ij} x_{jt} \quad \text{with} \quad w_{ii} = 0 \tag{11}
\]

With the above considerations in mind, the GVAR model of Equation (10) can be written as \( VARX^*(p_i, q_i) \) models of individual countries:

\[
\Phi_i(L, p_i)x_{it} = a_{i0} + a_{i1} t + \gamma_i(L, q_i) d_t + \lambda_i(L, q_i) x_{it}^* + u_{it} \tag{12}
\]

for \( i = 0, 1, \ldots, N \), where for estimation purposes \( \Phi_i(L, p_i), \gamma_i(L, q_i) \) and \( \lambda_i(L, q_i) \) can be treated as unrestricted. For the empirical implementation that will follow, for each country model, we consider at most a \( VARX^*(2,2) \) specification which in its error correction form may be written as:
\[ \Delta x_{it} = c_{i0} - \alpha_i \beta_i \left[ z_{i,t-1} - \gamma_i (t-1) \right] + \gamma_{i0} \Delta d_t + \Lambda_{i0} \Delta x_{it}^* + \gamma_{i1} \Delta d_{t-1} + \Gamma_i \Delta z_{i,t-1} + u_{it}, \]  

where \( z_{it} = (x_{it}^*, z_{it}^*)' \), \( \gamma_{i,t-1} = (z_{i,t-1}^*, d_{t-1}^*)' \), \( \alpha_i \) is a \( k_i \times r_i \) matrix of rank \( r_i \) and \( \beta_i \) is a \(( k_i + k_i^* + m_d ) \times r_i \) matrix of rank \( r_i \). By partitioning \( \beta_i \) as \( \beta_i = (\beta_{ix}, \beta_{ix*}, \beta_{i0})' \) conformable to \( \gamma_{it} = (x_{it}^*, x_{it}^*, d_{it})' \), the \( r_i \) error correction terms defined by (13) can now be written as:

\[ \beta_i' \left[ \gamma_{it} - \gamma_i t \right] = \beta_{ix} x_{it} + \beta_{ix*} x_{it}^* + \beta_{i0} d_t + (\beta_{i1}' \gamma_i) t \]  

that allows for the possibility of cointegration both within \( X_{it} \) and between \( X_{it}^* \) it and consequently across \( X_{it} \) and \( X_{jt} \) for \( i \neq j \).

Once the individual country models are estimated, all the \( k = \sum_{i=1}^{N} k_i \) endogenous variables of the global economy, collected in the \( k \times 1 \) vector \( X_t = (X_{0t}, X_{1t}^*, ..., X_{Nt}^*)' \), need to be solved simultaneously. PSW, show how this can be done in the case where \( p^i = q^i = 1 \). In the present more general context we first re-write (12) as:

\[ A_i(L, p_i, q_i) z_{it} = \varphi_{it}, \quad i = 0, 1, 2, ..., N \]  

where

\[ A_i(L, p_i, q_i) = [\Phi_i(L, p_i), -\Lambda_i(L, q_i)], \quad z_{it} = (x_{it}^*, x_{it}^*)' \],

\[ \varphi_{it} = a_{i0} + a_{i1} t + \gamma_i(L, q_i) d_t + u_{it}. \]

Let \( p = \max (p_0, p_1, ..., p_N, q_0, q_1, ..., q_N) \) and construct \( A_i (L, p) \) from \( A_i (L, p_i, q_i) \) by augmenting the \( p - p_i \) or \( p - q_i \) additional terms in powers of \( L \) by zeros. Also note that:

\[ z_{it} = W_i x_t, \quad i = 0, 1, 2, ..., N \]  

where \( W_i \) is a \(( k_i + k_i^* ) \times k \) matrix, defined by the country-specific weights, \( w_{ij} \).

With the above notations (15) can be written equivalently as

\[ A_i(L, p) W_i x_t = \varphi_{it}, \quad i = 0, 1, ..., N, \]

and then stack to yield the VAR(p) model in \( X_t \):

\[ G(L, p) x_t = \varphi_t \]  

Where
5 Analytical Discussions

5.1 Data and Model Specification

In this article, the quarterly data over the 1996Q1-2015Q4 period is used. In addition to Iran, the largest trading partners of Iran including China, India, Russia, South Korea, Turkey, the European Union (including Austria, Belgium, France, Finland, Italy, Germany, the Netherlands, and Spain), and the United States are included in the GVAR model for providing a global model of countries. Also, the yearly data over 1996-2015 is used for calculating the weights matrix as a primary factor in the process of estimation in the GVAR model. All data are taken from the IMF’s World Economic Outlook dataset.

We set the vector of domestic variable \( x_{it} = (y_{it}, \Delta p_{it}, \rho_{it}^s, e_{it} - p_{it}) \) in country-specific models with \( k_i = 4 \), where, \( y_{it} \) is the logarithm of real production, \( \Delta p_{it} \) is inflation, \( \rho_{it}^s \) is the logarithm of short-term interest rate, \( e_{it} - p_{it} \) is the logarithm of the real exchange rate. The vector of the country-specific foreign variables \( x_{it}^* = (y_{it}^*, \Delta p_{it}^*, \rho_{it}^{s*}) \) were constructed using trade weights that are based on Pesaran et al. (2004). We compute the weights matrix of countries \( w_{ij} \), using the relative amount of import and export of each country with other countries. The time-series data for the euro area was constructed by cross-section weighted averages of \( y_{it}, \Delta p_{it}, \rho_{it}^s, e_{it} - p_{it} \). Except for the U.S. model, all models include the country-specific foreign variables, \( y_{it}^*, \Delta p_{it}^*, \rho_{it}^{s*} \). In the case of the U.S. model, \( e_{it}^* - p_{it}^* \), \( y_{it}^* \), and \( \Delta p_{it}^* \) is considered as weakly exogenous. Table 1 provides the weight matrix of all countries in the GVAR model.

\[
G(L, p) = \begin{pmatrix} A_0(L, p)W_0 \\ A_1(L, p)W_1 \\ \vdots \\ A_N(L, p)W_N \end{pmatrix}, \phi_t = \begin{pmatrix} \varphi_{0t} \\ \varphi_{1t} \\ \vdots \\ \varphi_{Nt} \end{pmatrix}
\]
Table 1

Weights Matrix

<table>
<thead>
<tr>
<th>Country</th>
<th>China</th>
<th>India</th>
<th>Iran</th>
<th>Russian</th>
<th>United States</th>
<th>EURO</th>
<th>Korea</th>
<th>Turkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>0.000</td>
<td>0.241</td>
<td>0.176</td>
<td>0.154</td>
<td>0.395</td>
<td>0.251</td>
<td>0.410</td>
<td>0.085</td>
</tr>
<tr>
<td>India</td>
<td>0.045</td>
<td>0.000</td>
<td>0.075</td>
<td>0.023</td>
<td>0.042</td>
<td>0.038</td>
<td>0.034</td>
<td>0.019</td>
</tr>
<tr>
<td>Iran</td>
<td>0.025</td>
<td>0.063</td>
<td>0.000</td>
<td>0.011</td>
<td>0.000</td>
<td>0.024</td>
<td>0.029</td>
<td>0.050</td>
</tr>
<tr>
<td>Russian</td>
<td>0.054</td>
<td>0.031</td>
<td>0.048</td>
<td>0.000</td>
<td>0.029</td>
<td>0.155</td>
<td>0.037</td>
<td>0.156</td>
</tr>
<tr>
<td>United States</td>
<td>0.376</td>
<td>0.283</td>
<td>0.007</td>
<td>0.080</td>
<td>0.000</td>
<td>0.400</td>
<td>0.306</td>
<td>0.107</td>
</tr>
<tr>
<td>EURO</td>
<td>0.294</td>
<td>0.295</td>
<td>0.544</td>
<td>0.617</td>
<td>0.415</td>
<td>0.000</td>
<td>0.173</td>
<td>0.554</td>
</tr>
<tr>
<td>Korea</td>
<td>0.195</td>
<td>0.070</td>
<td>0.083</td>
<td>0.047</td>
<td>0.104</td>
<td>0.053</td>
<td>0.000</td>
<td>0.029</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.012</td>
<td>0.017</td>
<td>0.068</td>
<td>0.069</td>
<td>0.015</td>
<td>0.078</td>
<td>0.011</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

5.2 Unit Root Test

In the next step, we generalized the stationery of internal and external variables (weighted average of variables in other countries in relation (11) and using the matrix of computational coefficients in Table (1)) of the model using the Dickey-Fuller unit root test. The results of the unit root test can be seen in Tables (2) and (3):

Table 2

Augmented Dickey-Fuller Unit Root Test for domestic variables

<table>
<thead>
<tr>
<th></th>
<th>Critical Value</th>
<th>China</th>
<th>India</th>
<th>Iran</th>
<th>Russian</th>
<th>United States</th>
<th>EURO</th>
<th>Korea</th>
<th>Turkey</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_t ) With Trend</td>
<td>-3.45</td>
<td>-1.57</td>
<td>-1.84</td>
<td>-0.04</td>
<td>-1.27</td>
<td>-2.35</td>
<td>-2.29</td>
<td>-2.41</td>
<td>-3.75</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-0.93</td>
<td>0.52</td>
<td>-1.73</td>
<td>-1.18</td>
<td>-2.28</td>
<td>-2.02</td>
<td>-1.08</td>
<td>-1.14</td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-1.76</td>
<td>-5.46</td>
<td>-6.60</td>
<td>-4.57</td>
<td>-3.75</td>
<td>-3.72</td>
<td>-5.56</td>
<td>-5.00</td>
</tr>
<tr>
<td>( \rho_t ) With Trend</td>
<td>-3.45</td>
<td>-4.52</td>
<td>-5.13</td>
<td>-3.41</td>
<td>-5.61</td>
<td>-6.01</td>
<td>-3.90</td>
<td>-5.15</td>
<td>-1.10</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-3.98</td>
<td>-5.03</td>
<td>-3.37</td>
<td>-5.02</td>
<td>-5.83</td>
<td>-3.66</td>
<td>-4.96</td>
<td>-1.54</td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-7.02</td>
<td>-7.89</td>
<td>-7.67</td>
<td>-7.10</td>
<td>-7.08</td>
<td>-10.51</td>
<td>-10.05</td>
<td>-6.73</td>
</tr>
<tr>
<td>( \sigma_t ) With Trend</td>
<td>-3.45</td>
<td>-2.43</td>
<td>-2.06</td>
<td>-2.03</td>
<td>-1.52</td>
<td>-1.92</td>
<td>-3.09</td>
<td>-1.41</td>
<td></td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-0.52</td>
<td>-0.18</td>
<td>-2.02</td>
<td>-1.12</td>
<td>-1.26</td>
<td>-1.28</td>
<td>-1.39</td>
<td></td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-2.85</td>
<td>-5.80</td>
<td>-6.09</td>
<td>-6.01</td>
<td>-3.10</td>
<td>-6.87</td>
<td>-6.40</td>
<td></td>
</tr>
<tr>
<td>( \tau_t ) With Trend</td>
<td>-3.45</td>
<td>-2.90</td>
<td>-3.40</td>
<td>-2.01</td>
<td>-4.29</td>
<td>-4.12</td>
<td>-3.58</td>
<td>-1.91</td>
<td>-1.66</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-3.07</td>
<td>-2.95</td>
<td>-1.16</td>
<td>-3.47</td>
<td>-2.07</td>
<td>-1.77</td>
<td>-1.76</td>
<td>-1.24</td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-6.41</td>
<td>-5.33</td>
<td>-7.04</td>
<td>-6.02</td>
<td>-3.76</td>
<td>-4.55</td>
<td>-3.91</td>
<td>-7.23</td>
</tr>
</tbody>
</table>
Table 3
Augmented Dickey-Fuller Unit Root Test for foreign variables

<table>
<thead>
<tr>
<th>Foreign Variables</th>
<th>Critical Value</th>
<th>China</th>
<th>India</th>
<th>Iran</th>
<th>Russian</th>
<th>United States</th>
<th>EURO</th>
<th>Korea</th>
<th>Turkey</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_i^2$</td>
<td>-3.45</td>
<td>-1.27</td>
<td>-1.00</td>
<td>-0.68</td>
<td>-1.73</td>
<td>-0.67</td>
<td>-1.11</td>
<td>-0.53</td>
<td>-1.34</td>
</tr>
<tr>
<td>With Trend</td>
<td>-2.89</td>
<td>-1.67</td>
<td>-1.50</td>
<td>-1.61</td>
<td>-2.01</td>
<td>-1.14</td>
<td>-1.64</td>
<td>-1.59</td>
<td>-1.68</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-3.87</td>
<td>-4.53</td>
<td>-3.09</td>
<td>-4.35</td>
<td>-2.99</td>
<td>-3.97</td>
<td>-2.70</td>
<td>-4.08</td>
</tr>
<tr>
<td>First Difference</td>
<td>-3.38</td>
<td>-6.21</td>
<td>-5.38</td>
<td>-3.53</td>
<td>-5.05</td>
<td>-5.43</td>
<td>-5.30</td>
<td>-5.63</td>
<td>-5.69</td>
</tr>
<tr>
<td>$\delta_i^2$</td>
<td>-2.89</td>
<td>-4.68</td>
<td>-5.10</td>
<td>-2.36</td>
<td>-2.14</td>
<td>-5.40</td>
<td>-2.73</td>
<td>-5.64</td>
<td>-5.04</td>
</tr>
<tr>
<td>With Trend</td>
<td>-2.89</td>
<td>-7.34</td>
<td>-7.00</td>
<td>-10.29</td>
<td>-6.90</td>
<td>-8.70</td>
<td>-6.88</td>
<td>-6.62</td>
<td>-6.85</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-7.34</td>
<td>-7.00</td>
<td>-10.29</td>
<td>-6.90</td>
<td>-8.70</td>
<td>-6.88</td>
<td>-6.62</td>
<td>-6.85</td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-7.34</td>
<td>-7.00</td>
<td>-10.29</td>
<td>-6.90</td>
<td>-8.70</td>
<td>-6.88</td>
<td>-6.62</td>
<td>-6.85</td>
</tr>
<tr>
<td>$\rho_i^2$</td>
<td>-3.45</td>
<td>-1.94</td>
<td>-1.89</td>
<td>-1.85</td>
<td>-1.49</td>
<td>-2.11</td>
<td>-1.44</td>
<td>-1.87</td>
<td>-1.55</td>
</tr>
<tr>
<td>With Trend</td>
<td>-2.89</td>
<td>-0.88</td>
<td>-0.70</td>
<td>-0.74</td>
<td>-0.79</td>
<td>-0.70</td>
<td>-0.66</td>
<td>-0.49</td>
<td>-0.94</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-5.97</td>
<td>-5.59</td>
<td>-2.73</td>
<td>-2.79</td>
<td>-5.18</td>
<td>-3.71</td>
<td>-4.54</td>
<td>-5.56</td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-5.97</td>
<td>-5.59</td>
<td>-2.73</td>
<td>-2.79</td>
<td>-5.18</td>
<td>-3.71</td>
<td>-4.54</td>
<td>-5.56</td>
</tr>
<tr>
<td>$\gamma_i^2$</td>
<td>-3.45</td>
<td>-2.33</td>
<td>-2.45</td>
<td>-2.82</td>
<td>-3.09</td>
<td>-3.04</td>
<td>-2.95</td>
<td>-2.99</td>
<td>-4.06</td>
</tr>
<tr>
<td>With Trend</td>
<td>-2.89</td>
<td>-2.09</td>
<td>-2.39</td>
<td>-2.01</td>
<td>-1.26</td>
<td>-1.98</td>
<td>-2.49</td>
<td>-2.91</td>
<td>-3.39</td>
</tr>
<tr>
<td>No Trend</td>
<td>-2.89</td>
<td>-4.90</td>
<td>-5.05</td>
<td>-5.78</td>
<td>-5.65</td>
<td>-5.36</td>
<td>-6.38</td>
<td>-5.51</td>
<td>-6.10</td>
</tr>
<tr>
<td>First Difference</td>
<td>-2.89</td>
<td>-4.90</td>
<td>-5.05</td>
<td>-5.78</td>
<td>-5.65</td>
<td>-5.36</td>
<td>-6.38</td>
<td>-5.51</td>
<td>-6.10</td>
</tr>
</tbody>
</table>

The results of the unit root test indicate that the model variables are non-stationary and are stationary once the differentiation is done. This allows us to distinguish between short-term and long-term relationships between variables, and to estimate the long-run relationship between variables. According to the Akaike Information Criterion (AIC). The order of cointegrating space for each country is calculated using the Johansen’s maximum eigenvalue statistic discussed in the study of Pesaran et al. (2000) for models with estimators I (1) and weakly exogenous fixed values while the fixed values are finite.

5.3 Modeling the Error Correction Model $VECMX^*$
To estimate the model $VECMX^*$, first the optimal order of the $VARX^* (p_i, q_i)$ model of each country is selected in Table (4). $p_i$, the lag order of the internal variables, and $q_i$, the lag order of interrupt of external variables (stars) are selected according to the Akaike Information Criterion (AIC). The order of cointegrating space for each country is calculated using the Johansen’s maximum eigenvalue statistic discussed in the study of Pesaran et al. (2000) for models with estimators I (1) and weakly exogenous while the fixed values are finite.
Table 4

Optimal Order of the VARX* and Cointegration Relationships

<table>
<thead>
<tr>
<th></th>
<th>q_i</th>
<th>p_i</th>
<th>r_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>India</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Iran</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Russian</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>United States</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>EURO</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Korea</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Turkey</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Note: \(r_i\) denotes the cointegration rank in the model of country \(i\); \(p_i\) denotes the number of lags for the endogenous variables in the model of country \(i\); \(q_i\) denotes the number of lags for the (assumed) weakly exogenous (foreign) variables.

5.4 Testing Weak Exogeneity

As stated earlier, the main assumption in our estimation strategy is the weak exogenous \(x_{it}^*\) with respect to the long-run parameters of the conditional model defined in Equation (13). We now present a formal test to test this hypothesis for country-specific external variables (star variables). Weak exogeneity is discussed in the study by Johansen (1992) and Harbo et al. (1998). This includes a test of the combined significance of the estimated error correction expressions in the auxiliary equations for specific external variables \(x_{it}^*\). Specifically, for each \(i\)th element of \(x_{it}^*\), the following regression is performed:

\[
\Delta x_{it}^* = \mu + \sum_{j=1}^{r_i} \gamma_{ij,t} ECM_{i,t-1} + \sum_{k=1}^{z_i} \phi_{ik,t} \Delta x_{i,t-k} + \sum_{m=1}^{n_i} \theta_{im,t} \Delta \tilde{x}_{i,t-m} + \varepsilon_{it,t} \tag{19}
\]

where the \(ECM_{i,t-1}^j\) for \(j = 1, 2, ..., r_i\), is the estimated error correction terms obtained for the \(i\)th country model using the cointegration relationships \(r_i\) and \(\Delta \tilde{x}_{it}^* = (\Delta x_{it}^*, \Delta(p_{it}^*)', \Delta(p_{it}^*)')'\). The test for weak exogeneity is an F-test of the joint hypothesis that \(\gamma_{ij,t} = 0, j = 1, 2, ..., r_i\) in Equation 19. As seen in Table 5, we cannot reject a weak exogeneity assumption at a significance level of 5 percent for most of the variables examined. Hence, a weak exogeneity assumption for India, China, and United States' GDP, Turkey, and Russian Federation's inflation, and China and United States' interest rates are rejected, suggesting that these variables are not significantly influenced by foreign variables.
5.5 Simultaneous Effects between Domestic and Foreign Variables

Table (6) shows the simultaneous effects of external variables on their internal counterparts for t-ratios, calculated using the White’s heteroscedasticity-consistent variance estimator. These values can be interpreted as effective elasticities between internal and external variables. Most of these tensions are significant as expected. Provide information on international links between internal and external variables. By focusing on the Iranian economy in table 5, one can see that a 1 percent change in the foreign real production in any given quarter leads to a 0.39 percent increase in real production in Iran’s economy within the same quarter. This increase is not significant.

Table 6
Elasticities of the Effect between Domestic and Foreign Variables

<table>
<thead>
<tr>
<th>Country</th>
<th>Coefficient</th>
<th>$y_t$</th>
<th>$p_t$</th>
<th>$i_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>0.69</td>
<td>0.24</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>3.44</td>
<td>1.65</td>
<td>4.37</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>0.54</td>
<td>0.70</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>1.51</td>
<td>1.64</td>
<td>1.71</td>
<td></td>
</tr>
<tr>
<td>Iran</td>
<td>0.40</td>
<td>0.42</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>0.93</td>
<td>0.74</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>0.53</td>
<td>0.13</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>1.97</td>
<td>0.17</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>0.27</td>
<td>0.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>2.57</td>
<td>3.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EURO</td>
<td>0.31</td>
<td>0.12</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>4.67</td>
<td>3.01</td>
<td>3.24</td>
<td></td>
</tr>
<tr>
<td>South Korea</td>
<td>0.24</td>
<td>0.57</td>
<td>-0.71</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>1.22</td>
<td>4.83</td>
<td>-1.88</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>0.43</td>
<td>0.81</td>
<td>2.05</td>
<td></td>
</tr>
<tr>
<td>t-ratio</td>
<td>0.34</td>
<td>1.55</td>
<td>2.69</td>
<td></td>
</tr>
</tbody>
</table>
5.6 The Impulse Response of One Positive Shock to Interest Rate

In this section, to examine the symmetric or asymmetric behavior of countries' external shocks, using the Impulse Response Function, we empirically examine the effects of an increase in interest rates (considered as contractionary monetary policy) of Iran's trading partners on Iran's macroeconomic variables.

Figure 1 shows the asymmetric response of a one standard error positive shock to interest rates of other countries on Iran's interest rate. According to the figure, the impulse response of Iran's interest rate to an increase in interest rates is significant. Also, the impulse response of the positive shock to China, the European Union, South Korea, United States, and Turkey interest rate on Iran's interest rate is positive, however, the confidence intervals indicate that the positive response is more significant for China, Korea, Turkey, and the EU than for other countries. Also, the impulse response of the positive shock of the interest rates in India and Russia is negative and completely meaningless on Iran's interest rate.

Figure 2 shows the impulse response of one standard error positive shock to interest rates of different countries on Iran's inflation. The results indicate that domestic interest rates increase has a positive effect on Iran's inflation. These effects are in contrast with theoretical foundations and have been titled Price Puzzle in various international empirical studies. The results illustrate a form of Price Puzzle on how monetary policy shocks affect inflation (Castelnuovo, 2012).

Using a vector autoregressive (VAR) approach, Sims (1992) found that an increase in the interest rate leads to an increase in inflation in several industrialized economies. This observation was against the general prediction of economists and economic textbooks and subsequently labeled as “price puzzle”. Since the work of Sims (1992), several studies have attempted to explain why the price puzzle occurs. The current literature contains many papers that still find the puzzle in empirical vector autoregression (VARs) models with some proposing solutions to solve the Price Puzzle (for a discussion, see Castelnuovo, 2012).

Some articles stress the role of omitted variables from the model as a reason for the price puzzle. Sims (1992) proposes to include a measure of commodity price increases in the VAR as a proxy for unobserved inflation expectations. Giordani (2004) shows that once the output is replaced by the output gap in the empirical model, the price puzzle vanishes at least in the quarterly data.
Figure 1. The Impulse Response of One Positive Shock to the Interest Rate of Each Country Iran's Interest Rate.
Kapinos (2011) showed that ignoring the effect of anticipated shocks to inflation and the forward-looking behavior of the central bank can give rise to the price puzzle. Bernanke et al. (2005) make use of additional information by extracting principal components from many time series. Likewise, Auray and Feve (2008) pointed out that price puzzle occurs when, despite price flexibility, monetary authorities choose a money supply rule over the interest rate rule. However, some articles denoted that Price Puzzle is historically limited to periods of passive monetary policy or that it emerges when the data mix different monetary regimes (Elbourne & de Haan, 2006; Borys et al., 2009). Galles and Portier (2005) found that the price puzzle was not very visible in the quarterly data. Castelnovo and Surico (2010) found evidence of the price puzzle in US data for 1966-1979 but not for 1979-2002. Benati (2008) presents similar evidence for the United Kingdom. Irvendi and Guloglu (2010) found that contractionary monetary policy shocks do not give rise to price puzzle in five inflation-targeting countries (i.e., Australia, New Zealand, Canada, Sweden, and the UK).

Another possibility mentioned for the price puzzle is the existence of a cost channel of monetary policy transmission. This channel is realized when an increase in the nominal interest rate increases the cost of production. Barth and Ramey (2002) emphasize the supply-side effects and present evidence for the so-called cost channel detecting a strong cost channel in the pre-1979 industry-level data from the US. However, Rabanal (2003) failed to detect a strong cost channel in the post-1984 US data. For the United States, Christiano et al. (2005) build a DSGE model incorporating the cost channel, but only find a minor role for it in explaining the price puzzle. Gaiotti and Secchi (2006) argued that manufacturing sector firms respond to contractionary monetary policy shocks with high prices. Using quarterly data, Ravenna and Walsh (2006) confirmed the presence of a cost channel in the US economy. Rabanal (2007) suggests that the demand-side effects of monetary policy dominate the supply-side effects, thus leaving the cost channel relatively unimportant. Henzel et al. (2009) come to similar conclusions for the European Union. Tillman (2008) supported the presence of a strong cost channel in the US economy. Also, some articles argue implausible identification of monetary policy shocks as a reason for Price Puzzle (Kim, 1999; and Kim & Roubini, 2000; Canova & Nicolo, 2002; Uhlig, 2005; Fry & Pagan, 2011). The recent work of Ali and Anwar (2016) points to yet another form of model misspecification. They showed that despite the presence of a cost channel, a sufficiently high level of exchange rate pass-through can avert the possibility of a price puzzle.
Figure 2. The Impulse Response of One Positive Shock to the Interest Rate of Each Country on Iran's Inflation.
The existing studies on price puzzle are based on models that assume that all shocks, including the monetary shocks, are unanticipated (or surprise shocks), but a few ones have concentrated on anticipated shocks. Kapinos (2011) demonstrated the emergence of the price puzzle due to the presence of anticipated cost-push shocks and forward-looking conduct of monetary policy. Best and Kapinos (2017) introduce anticipated components to the model's stochastic shocks to show the emergence of the price puzzle in response to a variety of news shocks while assuming a standard Taylor rule. Ali and Anwar (2018) show that even if the exchange rate pass-through was not present, factors such as a sufficiently high degree of openness of the economy, the cost of price adjustment, a high interest rate elasticity of aggregate demand, or an anticipated monetary shock can solve the price puzzle.

Also, Iran's inflation response to one standard error positive shock to interest rates of China, India, and Turkey is negative, while only the effect of China's interest rate is significant and negative. Also, the response of Iran's inflation to the contractionary monetary policy of Russia is positive.

Figure 3 illustrates the impulse response of one standard error positive shock to interest rates of different countries on Iran's real GDP. According to the results, the effects of the positive shocks of domestic interest rate on real GDP in Iran is negative. Also, the effects of the positive shocks in other countries interest rates on Iran's real GDP is positive for China, India, Korea, Russia and negative for Turkey and the EU, so that the effects are not significant for any country. The results indicate significant independence of Iran's real GDP to the monetary policy shocks of other trading partners of Iran.

Figure 4 illuminates the effects of a one standard error positive shock to interest rates of different countries on Iran's real exchange rate. Based on the results of the impulse response, Iran's real exchange rate response to the positive shock of domestic interest rates of Iran is negative and significant. Besides, the response of Iran's real exchange rate to positive shocks in Korea, Russia, Turkey, the European Union, and the United States is positive, however, the positive effect for the EU is at a significant level, also for Turkey until the end of the 6th period, there are positive and significant effects, but from the 6th period onwards, the positive effects move toward zero and a meaningless level. The positive effects are not significant for other countries. Also, for other countries, the significant effects of the real exchange rate response of Iran to positive shocks at the interest rate in some periods are positive and in some periods negative, but in the whole period is at a meaningless level.
Figure 3. The Impulse Response of One Positive Shock to the Interest Rate of Each Country on Iran's Real GDP.
Figure 4. The Impulse Response of One Positive Shock to the Interest Rate of Each Country on Iran's Real Exchange Rate.
Conclusion

One of the most striking features of the business cycles across countries is the patterns of co-movement of output, inflation, interest rates, and real equity prices. Using quarterly data over the 1996Q1-2015Q4 period and a global vector auto-regression model (GVAR) for Iran and its largest trading partners including China, India, Russia, South Korea, Turkey, the European Union, and the United States, this paper empirically examines the effects of domestic and foreign monetary policies on Iran's macroeconomic variables (including real production, inflation, short-term interest rate, and real exchange rate).

The results of investigating the simultaneous effects of foreign variables on their domestic counterparts illustrate that the effects of China are higher than other countries, reflecting the stronger dependence of this country on foreign variables. The results indicate that, except for the United States, Korea, and the European Union, the changes in foreign prices have a minor effect on Iran's domestic prices than in other countries. The other significant feature of these results is strong links among the interest rates in the countries under the study. This indicates a strong connection to the monetary policy of countries, especially in China, Russia, the European Union, Korea, and Turkey, while there is no significant link to the Iranian economy. These results provide information on the weak international links between domestic and foreign variables for Iran. These results indicate the closed economic structure of Iran so that global economic crises that lead to a recession in other countries had the least impact on the Iranian economy.

The results of domestic monetary policies on Iran's macroeconomic variables illustrate a form of Price Puzzle on how monetary policy shocks affect inflation in Iran. Also according to the results, the effect of a positive shock to the domestic interest rate on real GDP in Iran is negative. Based on the results, Iran's real exchange rate response to the positive shock of domestic interest rates and the contractionary monetary policy of Iran is negative and significant.

The results of foreign monetary policies on Iran's macroeconomic variables show that the positive shock to China, the European Union, Korea, United States, and Turkey interest rate on Iran's interest rate is positive and this positive response is more significant for China, Korea, Turkey, and the EU than for other countries. Also, only the effects of a positive shock to China's interest rate are significant and negative on Iran's inflation. Furthermore, the results indicate significant independence of Iran's real GDP from the monetary policy shocks of other trading partners of Iran. These results are in line with the result of investigating the simultaneous effects of foreign variables on their
domestic counterparts. Besides, the response of Iran's real exchange rate to positive shocks in the EU is at a positive and significant level, also for Turkey until the end of the 6th period, there are positive and significant effects, but from the 6th period onwards, the positive effects move toward zero and a meaningless level.

A contractionary foreign monetary policy shock decreases foreign demand for domestic goods, which decreases domestic exports and domestic output via the open-economy IS curve (income absorption effect or demand channel). On the other hand, the domestic exchange rate depreciates after the contractionary foreign monetary. In countries with a fixed exchange rate regime, the trade channel suggests that domestic output should move in the same direction as foreign output via increased foreign demand. In countries with flexible exchange rates, however, the exchange rate adjustment counteracts the demand channel and the direction of spillovers via trade is a priori ambiguous. Considering that Iran's exchange rate is constant, the monetary policy of other countries has led to an increase in the Iranian exchange rate, according to which the results are in line with theoretical foundations.

The effects of China's contractionary monetary policy on inflation in Iran can also be interpreted in the form of a demand channel since declining demand for domestic goods and a reduction in output can reduce demand pressure and lead to a reduction in domestic inflation. However, another channel that could be considered is the fall in the prices of imported intermediate goods and capital (accounting for almost 70 percent of Iran's imports) from China and a decline in domestic production costs, which can be interpreted as a cost pressure channel of China's contractionary monetary policy on Iran's inflation.
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